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Generative artificial intelligence (GenAI) has been a 
catalyst for market and regulatory developments. Since 
the launch of the chatbot ChatGPT in November 2022, 
the tech industry has frequently released new products 
and services. These range from chips, machine learn-
ing models, cloud computing, and software to answer 
engines, showcasing the impact of GenAI in fostering 
competition, innovation, and the creation of markets and 
technologies.

Nevertheless, running and deploying GenAI requires de-
velopers to access three main components in the value 
chain: computing resources, machine learning models 
and data (Carugati, 2023b). Despite various players in the 
field, certain sectors face competition concerns due to 
market features and potential issues, such as tying.

Computing resources, including graphic cards and cloud 
computing, are pivotal in the development and deploy-
ment of machine learning models. However, access to 
these resources is primarily provided by a limited number 
of tech firms. To secure access, some model developers 
enter into partnerships with large cloud computing pro-
viders, exchanging access to their models for access to 
cloud computing resources. Although these collabora-
tions might foster competition, they may also give rise to 
problematic practices such as tying (Carugati, 2023c).

Machine learning models generate output based on in-
put data, such as text, images, videos or music. Despite 
claims that models are concentrated in the hands of a few 
large online platforms (Coyle, 2023),  there is no substan-
tive evidence supporting this assertion. On the contrary, 
thousands of closed-source and open-source models 
compete on various parameters like task requirements, 
language specifications and model size.

Data, another essential component, raises concerns 
about a potential competitive advantage for models pro-
vided by large online platforms with access to vast propri-
etary datasets (Riekeles and von Thun, 2023). However, 
as in the case of models, there is no substantive evidence 
supporting this concern. Model developers can leverage 
thousands of public and proprietary datasets, differenti-
ated based on task requirements, language specifica-
tions and domain specificity.

Furthermore, GenAI developments grapple with unsolved 
regulatory challenges related to the use of copyrighted 
data (intellectual property rights), personal data (data pro-
tection), AI risks (AI governance) and competition.

Competition authorities around the globe, including 
those in the United Kingdom,1 Portugal,2 India,3 Hungary,4 
Europe,5 the United States,6 and soon France,7 are closely 
monitoring GenAI developments.

In this context, GenAI poses challenges for competition 
authorities due to emerging markets and technologies 
coupled with regulatory instabilities. New products and 
services are shaping new and existing markets, like an-
swer engines and advertising. Regulatory uncertainties 
are influencing competition in GenAI.

At the current developmental stage, competition authori-
ties should focus on understanding market and regulatory 
developments through cooperation among themselves 
and relevant competent authorities. They should exercise 
formal enforcement powers and potentially update com-
petition tools only when necessary and justified, guided 
by the insights gained from these market studies.

Emerging markets and technologies

GenAI requires developers to have access to three main 
components. As mentioned above, this value chain in-
cludes computing resources, machine learning models 
and data (Carugati, 2023b). Then, application developers 
integrate GenAI into their products and services.

1	 Competition and Markets Authority (2023a).
2	 Autoridade da Concorrência (2023).
3	 Press Trust of India (2023).
4	 Hungarian Competition Authority (2024).
5	 European Commission (2024b).
6	 Federal Trade Commission (2024b).
7	 Autorité de la concurrence (2024).
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Computing resources

Computing resources enable the development and de-
ployment of machine learning models. The two main 
components include graphic cards for computation and 
AI workloads and cloud computing for running and de-
ploying models at scale over the internet.

The graphic card sector is the main driver of running mod-
els. However, the sector faces card shortages due to high 
demand and low supply of components (Carugati, 2023c). 
In this sector, Nvidia is the leading supplier, especially in 
graphics processing units (GPUs), which perform several 
computations simultaneously. Competition authorities in 
France, Europe, the United States and China are currently 
investigating Nvidia’s business practices (Nvidia, 2023).

However, new players have entered the graphic card mar-
ket, challenging Nvidia’s position. Advanced Micro Devices 
(AMD) and Intel have announced graphic cards dedicated 
to AI (Intel, 2023; AMD, 2023). Meta, Amazon and Alphabet 
have also developed in-house chips to improve AI work-
loads.8 However, the extent to which chips provided by 
new players and in-house chips exert competition pres-
sure on Nvidia deserves in-depth scrutiny in the graphics 
card sector, and it is thus out of the scope of this paper.

The cloud computing sector is an essential infrastructure 
for deploying models (Carugati, 2023c). Cloud comput-
ing providers and model developers nurture a close, in-
terdependent relationship. Model developers need cloud 
computing providers to run and deploy their models at 
scale without investing in the infrastructure. In turn, cloud 
providers see the model developer as a business driver. 
Accordingly, some cloud providers have established part-
nerships with model developers (see, e.g. Microsoft Cor-
porate Blogs, 2023). 

Partnerships take various forms. Some are exclusive, like 
the partnership between Microsoft and OpenAI, while 
others are non-exclusive, like the partnership between 
Amazon and Anthropic (Anthropic, 2023). The partnership 
generally enables the cloud computing provider to invest 
in cloud infrastructure. Some providers even develop an 
infrastructure dedicated to the partners’ needs, as Micro-
soft did by developing a specific computer to run OpenAI 
models (Langston, 2020). In exchange, the cloud provider 
can host, exclusively or non-exclusively, the partner on its 
cloud service and use the models in related services. For 
instance, Microsoft exclusively hosts OpenAI models on 

8	 For Meta, see Janardhan (2023); for Amazon, see AWS (2024); for Al-
phabet, see Google (2024).

its Microsoft Cloud Azure and uses OpenAI models on its 
services, including Office 365, Edge, Bing and Windows.

The cloud sector is competitive, with several global, re-
gional and national players, including Microsoft, Amazon, 
Google, OVH, Orange and Scaleway. However, the sector 
is under intense scrutiny by competition authorities world-
wide, including South Korea, the Netherlands, Japan, 
France, the United Kingdom, the United States and Spain 
(Carugati, 2024). They are concerned with a trend towards 
concentration in the hands of a few global hyperscalers, 
including Amazon, Microsoft and Google, due to their 
scale and investment capabilities. Those hyperscalers are 
also the main partners with model developers. As the de-
mand for GenAI increases, the partnership might intensify 
the trend towards concertation. They are also concerned 
with potential competition issues arising from barriers to 
switching, like data transfer fees, software licensing prac-
tices and interoperability, that make it more difficult for a 
customer to change a cloud provider. Partnerships with 
hyperscalers might raise additional competition issues 
from vertical integration, like tying and self-preferencing.

Machine learning models

Machine learning models derive output from input data, 
such as text, image, video or music. Models are either 
closed or open-source models. Developers of closed-
source models might license the use of their models to 
third parties, allowing them to develop commercial appli-
cations. By contrast, developers of open-source models 
make them publicly available for free for research and/or 
commercial use. They might release various model ele-
ments, including the model and training data. This ena-
bles third-party developers to modify the model. While 
some developers might improve the model, others might 
revise it for malicious use (OECD, 2023).

In addition, model developers compete on various fac-
tors, including task requirements, language specifications 
and model size.

First, models differentiate on the intended generated 
output. A non-exclusive list of models includes text-to-
text models (e.g. OpenAI GPT, Google PaLM, Anthropic 
Claude), text-to-image models (e.g. OpenAI DALL-E, 
Google Imagen, Adobe Firefly, Midjourney), text-to-video 
models (e.g. Runway Gen-2, Meta Make-A-Video) and 
text-to-music models (e.g. Google MusicLM, Meta Mu-
sicGen, Stability AI Stable Audio). As of January 2024, 
the community website Hugging Face counts more than 
477,000 open-source models on its model repository.9

9	 See https://huggingface.co/models.

 https://huggingface.co/models
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Second, the language of the training dataset is an impor-
tant quality parameter of the output. If the training data-
set does not contain a given language, it might provide 
a poor result due to the difficulty of deriving output from 
little or no input data. To address this issue, model devel-
opers created multilingual models (e.g. OpenAI GPT) by 
training them on input data containing various languages, 
including English, French, German and Spanish. Others 
developed monolingual models for a specific language 
(e.g. Meta CamemBERT for French). Monolingual models 
sometimes perform better than multilingual ones (OECD, 
2023).

Third, models have different sizes. The size refers to the 
number of parameters required to adjust the model to 
provide the appropriate output from input data during 
the training session. The parameters thus encode the 
knowledge of the model (Competition and Markets Au-
thority, 2023a). The performance of the model and its cost 
depend on the number of parameters (Rae et al., 2022). 
The more parameters, the more the models can learn 
from datasets. The downside is that more parameters 
require more data and computing power, thus increas-
ing the model’s cost. Large models with a high number 
of parameters are therefore called large language mod-
els (LLMs). LLMs can perform various tasks even if the 
dataset contains general domain data, as they are zero-
shot reasoners. They can thus generate output without 
having specific input on the prompt (Kojima et al., 2023). 
Some models are also fine-tuned on specific datasets 
to achieve specific tasks better than LLMs with general 
domain data, like Meta Code Llama, which generates 
code. Researchers and developers are already proposing 
smaller models with fewer parameters to reduce financial 
and environmental costs; these are called small language 
models (SLMs).10 Some SLMs perform similarly to LLMs 
(Schick and Schütze, 2021). Finally, some models, like 
Google Gemini Nano, can even run on a device and are 
thus called edge language models or on-device models. 
These models can perform on-device tasks offline and do 
not require cloud computing resources, thus reducing fi-
nancial costs while ensuring greater privacy as data do 
not leave devices (Alizadeh et al., 2024).

However, the way competition between models of simi-
lar characteristics works deserves in-depth scrutiny with 
quantitative and qualitative data, especially on model 
performance and user preference, and is thus out of the 
scope of this paper.

10	 For instance, Meta open-source Llma2 is available in three model siz-
es, 7 billion, 13 billion, and 70 billion parameters. See https://ai.meta.
com/llama/.

Data

Finally, model developers require data to run and deploy 
their models. Data is thus the indispensable input to de-
rive output. As in traditional data-driven markets, the vol-
ume (scale), variety (scope), velocity (freshness) and qual-
ity of the dataset determine the quality of the generated 
output (Stucke and Grunes, 2016; Carugati, 2023b).

Model developers train their models on publicly avail-
able data from the internet or open-source repository. 
As of January 2024, the community website Hugging 
Face counts more than 99,000 open-source datasets on 
its dataset repository.11 Developers also use proprietary 
datasets from their own first-party or third-party services, 
such as data brokers, data marketplaces and publishers.

In addition, models compete on various dataset factors, 
including task requirements, language specifications and 
domain specificity.

First, the dataset determines the generated output. There 
are thus various datasets for various task requirements, 
including text-to-image, text-to-video and text-to-music 
datasets.

Second, the language of the training dataset determines 
the output of multilingual or monolingual models. A non-
exhaustive language dataset includes majority languag-
es, such as English, French, German and Spanish, and 
minority languages, such as Italian, Greek and Dutch.

Third, the domain specificity of the dataset is an impor-
tant quality factor in specifying the intended task. Thus, 
datasets contain specific data for various intended tasks, 
such as code, legal, finance and art.

The training dataset has a time limitation, as it only con-
tains data up to a certain date. Model developers can re-
train the dataset on updated data. However, retraining the 
dataset is costly. Model developers can deploy the model 
on real-time data to deal with this issue. For example, Mi-
crosoft Bing generates real-time output from the internet 
by deploying GPT models on Microsoft Search and Index 
data (Ribas, 2023).

In traditional data-driven markets, data is an important 
factor of market power (Cabral et al., 2021). Data is a 
competitive advantage that benefits large online plat-
forms like Alphabet and Meta (Competition and Markets 
Authority, 2020). Users also benefit from data due to da-
ta-driven network effects when the user utility changes 

11	 See https://huggingface.co/datasets.

https://ai.meta.com/llama/
https://ai.meta.com/llama/
https://huggingface.co/datasets
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with improved learning from data, creating value for us-
ers (Gregory et al., 2021). Some models, such as GPT, 
improve by learning from user dialogue data, suggest-
ing that the more model users there are, the higher the 
model quality is.12

However, the validity of these claims in model markets 
deserves in-depth scrutiny. Indeed, no evidence sug-
gests that data is a source of market power or that models 
developed by large online platforms benefit from data ad-
vantages. Indeed, available research suggests that some 
SLMs, like the Koala model trained on high-quality open-
source datasets, perform similarly to LLMs trained on 
much larger volumes of proprietary datasets (Geng et al., 
2023). Besides, there is not yet evidence that models de-
veloped by large online platforms, such as Google PaLM, 
Google Gemini, or Meta Llama, outperform models from 
newcomers, such as OpenAI GPT, Anthropic Claude, 
Mistral AI MISTRAL 7B. Finally, there is no widely avail-
able empirical research on the importance of data-driven 
network effects on model performance.

Applications

Models enable the development of applications for in-
tended tasks, such as generating text. Model developers 
either develop their own first-party AI-powered applica-
tions (e.g. OpenAI ChatGPT) or enable third-party ones 
(e.g. Hervey AI).

Then, some applications enable first-party and third-par-
ty add-ins that complement the app. For instance, Ope-
nAI ChatGPT allows the development of tailored GPTs 
dedicated to a specific domain. These complementors 
are then available at an app store.13

Applications raise several competition issues at both down-
stream and upstream levels that deserve in-depth scrutiny.

At the upstream level, model and application developers 
use a cloud provider that hosts the model. They then be-
come customers of the cloud provider. The latter might de-
velop an infrastructure dedicated to the hosted model. The 
cloud provider might thus have the ability and an incentive 
to impose technical and commercial conditions to recover 
the investment cost. For instance, a condition might make 
it more difficult to move the model and/or application from 
one cloud provider to another by limiting interoperability 
between cloud providers. This condition might negatively 
impact competition in the cloud sector and reinforce the 
position of the cloud provider hosting the model.

12	 See https://help.openai.com/en/articles/7730893-data-controls-faq.
13	 See https://openai.com/blog/introducing-the-gpt-store.

At the downstream level, some model and application de-
velopers might provide other services in several markets. 
They might have the ability and incentive to integrate their 
own AI-powered applications with other services. For in-
stance, Google is integrating its AI-powered solutions into 
Google Search (Reid, 2023), Google Chrome (Tabriz, 2024)  
and Google Workplace (Voolich Wright, 2023). Microsoft 
is doing the same with its AI-powered Copilot applica-
tions in its search engine Bing, browser Edge, productiv-
ity software Office and operating system Windows. These 
vertical integrations pose potential competition issues re-
lated to tying, bundling and self-preferencing, as the firm 
has the incentive to promote its own services over third-
party ones. For instance, Google promotes its AI-powered 
Search Generative Experience (SGE) in Google Search to 
generate an answer in direct competition with third-party 
chatbots, like OpenAI ChatGPT. Vertical integration also 
poses issues related to refusal to deal. It will be the case if 
a dominant firm prevents third parties from offering com-
peting services in the dominant market. For instance, a 
hypothetical problematic scenario would be if Microsoft 
prohibits a third party to provide a competing version of 
Copilot in Microsoft Windows and Microsoft Office.

Moreover, these new AI-powered applications impact 
how competition works in several sectors, including ad-
vertising and cloud computing, to name a few. For in-
stance, search engines are moving from providing search 
results with links that redirect to a publisher’s website 
to answer engines that generate answers with citations. 
When the search engine offers search and answer results, 
the generated answer might substitute or complement 
the publisher’s content. Whether it leads to substitutabil-
ity or complementarity requires in-depth scrutiny and im-
plies different considerations for publishers and advertis-
ers. In case of a substitution, the user will most likely not 
click on the publisher’s website or will click significantly 
less. In turn, publishers might lose traffic and advertising 
revenue (Hagey et al., 2023). Advertisers might then direct 
their spending to the answer engine, as users will remain 
on it (Carugati, 2023a).

Regulatory instabilities

GenAI raises several regulatory concerns that impact how 
competition works. The four main concerns are intellectu-
al proprietary rights, data protection, AI governance and 
competition (Carugati, 2023d).

Intellectual proprietary rights

Model developers train and deploy their models on pub-
lic and proprietary datasets, including copyrighted data. 
Copyright protection requires the data owner’s consent 

https://help.openai.com/en/articles/7730893-data-controls-faq
https://openai.com/blog/introducing-the-gpt-store
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to use data, which might decide to license its dataset 
against a fee.

Around the globe, there have been concerns that some 
model developers use datasets without consent, leading 
to litigations in several countries, like the ongoing lawsuit 
by the New York Times in the US against OpenAI and Mi-
crosoft (Grynbaum and Mac, 2023). In this case, OpenAI 
declined any wrongdoing because it considers that it can 
fairly use the publisher’s content without consent under 
US copyright law (OpenAI, 2024). To address this issue, 
some model developers, including OpenAI and Google, 
propose opt-out mechanisms, allowing publishers to pro-
actively block model developers from collecting their con-
tent to train their models.14 Some model developers also 
conclude partnerships with publishers for the use of their 
content, like the partnership between OpenAI and Axel 
Springer (2023).

In response, legislators and regulators have proposed 
several initiatives to address copyright concerns, includ-
ing an obligation to publish summaries of copyrighted da-
ta used for training models in the forthcoming European 
AI Act (European Parliament, 2023),  a code of practice 
on copyright and AI in the UK (UK Government, 2023), 
workshops with content creators in the US (Federal Trade 
Commission, 2023a) and a proposal to amend the EU 
copyright directive by some French politicians (Hartmann, 
2024).

These regulatory developments directly impact GenAI, as 
data access is primordial to the development of models. 
OpenAI even argued that prohibiting using copyrighted 
data to train models would prevent GenAI development 
(Titcomb and Warrington, 2024).

Data protection

Training datasets contain personal and non-personal da-
ta. The collection and use of personal data raises data 
protection and privacy concerns, especially regarding the 
user’s consent.

Data protection authorities worldwide are increasingly 
looking at how models use personal data and their impli-
cations in terms of regulatory requirements, like the ongo-
ing consultation on GenAI and data protection in the UK 
(Information Commissioner’s Office, 2024). Some regula-
tors even took enforcement actions by preventing the use 
of AI-powered applications due to alleged data protection 

14	 See https://platform.openai.com/docs/gptbot.

infringements, like the temporary ban of ChatGPT in Italy 
in April 2023 (Bertuzzi, 2023).15

These regulatory developments also impact GenAI, as 
data protection requirements have important implications 
for the lawfulness of the training datasets. Non-compli-
ance could potentially result in bans and fines.

AI governance

AI models give rise to new governance issues, such as 
addressing risks associated with their use, including ma-
nipulation and biometric identification. In this context, AI 
governance is the priority of legislators around the globe. 
As of January 2024, the OECD counts 646 legislative 
initiatives worldwide that are about AI governance only 
(OECD.AI, 2021). The forthcoming European AI Act, which 
is still under legislative process after a political agreement 
in December 2023, is just one of them (Council of the Eu-
ropean Union, 2023). However, the AI Act will likely have 
far-reaching implications in other jurisdictions worldwide, 
as Europe is often the global rule-setter (Bradford, 2020). 
The proposed text includes specific provisions concern-
ing GenAI and high-impact general-purpose AI (GPAI) 
models, identified as posing systematic risks. According 
to the latest officially available information, developers of 
such models must disclose to users that content is AI-
generated, design the model to prevent the generation 
of illegal content and publish summaries of copyrighted 
data used for training. High-risk GPAI, which might only 
apply to OpenAI GPT-4, is required to conduct impact 
assessments of risks and report them to the European 
Commission (European Parliament, 2023). The latter an-
nounced in January 2024 a dedicated AI office within the 
Commission, tasked with coordinating AI policy at the EU 
level and overseeing the AI Act (European Commission, 
2024a).

These regulatory developments significantly impact com-
petition. Firstly, certain models classified as high-risk 
GPAI face more extensive regulatory compliance require-
ments than models that potentially pose similar risks. The 
question of whether this regulatory burden will place the 
former at a competitive disadvantage compared to the 
latter merits closer scrutiny. As of January 2024, Euro-
pean legislators have not disclosed any impact assess-
ment of the provisions affecting high-risk GPAI models on 
competition. This is particularly concerning as legislative 
debates have indicated a desire to promote European 
models such as the French Mistal AI and German Aleph 
Alpha by excluding them from regulatory burdens (Hart-
mann, 2023). In other words, the provision might be driven 

15	 See also, GPDP (2024).

https://platform.openai.com/docs/gptbot


ZBW – Leibniz Information Centre for Economics 19

Forum

by a desire to achieve an industrial policy goal of promot-
ing European firms rather than protecting users from all 
AI risks, irrespective of the model size. Secondly, the pro-
liferation of regulatory initiatives may result in regulatory 
inconsistency, leading to increased compliance costs and 
regulatory burdens. Consequently, some model develop-
ers might encounter challenges in scaling and compet-
ing, especially when compared to developers with great-
er compliance resources and the ability to benefit from 
economies of scale in regulatory compliance.

Competition

As GenAI is an emerging technology, firms vigorously 
compete along all the above value chains, from comput-
ing resources and models to data. Yet, some competi-
tion authorities have already voiced concerns that Ge-
nAI might be concentrated in the hands of a few large 
online platforms with access to computing resources, 
models and data (for the US, see Federal Trade Commis-
sion, 2023b). Moreover, they outline that some business 
practices, such as tying, bundling, exclusive dealing and 
self-preferencing, might give rise to potential competitive 
concerns (Bundeskartellamt, 2023a). Competition au-
thorities also closely monitor partnerships between large 
cloud providers and model developers. In Germany,16 
the UK,17 and Europe,18 competition authorities inves-
tigate whether the partnership between Microsoft and 
OpenAI requires an obligation to review the transaction 
under their national merger control laws. If Microsoft/
OpenAI undergoes a merger review, competition au-
thorities could potentially accept or block the transac-
tion or impose behavioural and structural conditions on 
how Microsoft should operate with OpenAI products 
and services. In the US, the Federal Trade Commission 
even launched a sector inquiry into these partnerships, 
requesting detailed information from Alphabet, Amazon, 
Anthropic Microsoft and OpenAI on the rationale and im-
pact of the partnerships on competition (Federal Trade 
Commission, 2024a).

Besides, GenAI spurs innovation in several sectors, po-
tentially disrupting current markets and creating new 
ones, such as answer engines replacing search engines 
(Carugati, 2023a). As of January 2024, competition au-
thorities have not yet launched market studies into GenAI 
and its impact on specific markets, such as advertising 
or cloud computing. However, as noted earlier, they an-
nounced sector inquiries into GenAI and competition.

16	 Bundeskartellamt (2023b).
17	 Competition and Markets Authority (2023b).
18	 European Commission (2024b).

These regulatory initiatives will inform how competition 
in GenAI works. They are not formal investigations into 
non-compliance with national competition laws or spe-
cific digital markets regulations, like the European Digital 
Markets Act. However, the findings will likely influence 
GenAI developments in delivering positive outcomes 
on competition. Competition authorities have already 
warned that they will intervene with formal enforcement 
powers where necessary (Competition and Markets Au-
thority, 2023a).

Policy recommendations

The paper finds that GenAI leads to emerging markets 
and technologies in the context of regulatory instabili-
ties in various jurisdictions and legal regimes. Against this 
background, competition authorities worldwide should 
follow the below policy recommendations.

First, competition authorities should cooperate in an 
international forum to ensure international coherence. 
They should do joint studies in a forum like the Euro-
pean Competition Network or International Competition 
Network to foster experience-sharing without resource 
duplication, given the borderless nature of the issues 
posed by GenAI.

Second, competition authorities should undertake in-
depth studies of some critical elements of the value 
chain and markets. They should do priority inquiries into 
graphic cards and cloud computing sectors as GenAI 
developments depend on them. Market characteristics 
and business practices in these sectors might impact 
competition in the long term. Competition authorities 
should also closely monitor how GenAI impacts com-
petition in several important markets, including search 
engines and online advertising given their importance to 
content creators.

Thirdly, competition regulators should collaborate with 
relevant competent authorities to examine the impact of 
various legal regimes on competition. Considering the 
interactions between competition and other legal frame-
works, they should ideally produce joint studies or, at the 
very least, joint statements addressing data protection, 
intellectual property rights, AI governance and regula-
tions in digital markets. The outcomes of these collabora-
tions should contribute to greater regulatory stability, pro-
viding market actors with the assurance that GenAI can 
deliver its full benefits responsibly.

Last but not least, competition authorities should exercise 
formal enforcement powers and potentially update com-
petition tools only when necessary and justified. They 
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should do so only after evidence of enforcement gaps is 
found following market studies. They should resist the call 
for quick intervention to avoid critics of underenforcement 
in digital markets.
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